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Generative artificial intelligence has reshaped written assessment in higher education and sharpened concerns
about “parroting,” the undisclosed use of Al-generated text with minimal cognitive engagement. This study
examines the cognitive and ethical mechanisms underlying parroting among undergraduates in one Malaysian
research university. Drawing on Cognitive Load Theory and Dual-System Theory, parroting is conceptualised
across three dimensions: intrinsic load, extraneous load, and ethical rationalisation. Survey responses from 211
students were analysed using Rasch measurement to evaluate item reliability, construct separation, differential
item functioning (DIF) across academic fields and item hierarchies. Results indicate that items function equiv-
alently for engineering, non-engineering, and science students, supporting the instrument’s fairness and stability.
Overall, findings show that parroting is most strongly driven by extraneous pressures such as vague instructions
and heavy workload, followed by intrinsic challenges related to writing confidence and conceptual under-
standing. Ethical rationalisation is endorsed least frequently but becomes more salient when institutional
guidance on Al use is unclear. The study offers implications for pedagogy and policy, underscoring the need for
explicit Al-use guidelines, improved task design, and learning environments that promote ethically responsible

engagement with generative technologies.

Background

The advent of generative artificial intelligence (GenAl) tools such as
ChatGPT has profoundly transformed perspectives on written assess-
ments in higher education [1,2]. These tools offer students instant access
to grammatically polished, coherent text with minimal cognitive effort.
While this may appear to support productivity, a more insidious chal-
lenge has emerged: the increasing prevalence of cognitively superficial
writing, whereby students submit polished work that lacks evidence of
internalisation, reflection, or intellectual authorship [3-5].

This phenomenon aligns with what scholars refer to as parroting; the
act of reproducing content verbatim or with minimal alterations, devoid
of meaningful comprehension or engagement [6,7]. Traditionally, par-
roting has been associated with rote learning and low-level memo-
risation [8,9], but in the context of Al-generated content, it signals a
more complex and ethically ambiguous behaviour. The student’s work
may appear fluent and structured, yet lacks the deeper cognitive in-
vestment expected in higher education writing tasks.

Why do students do it? Why do they submit assignments that are not

the product of their own thinking, but rather stitched together from Al-
generated text? This study assumes that such behaviour is not simply a
matter of laziness or rebellion, but a reflection of deeper psychological
and situational mechanisms.

Firstly, consider the existing definitions of plagiarism. Whether
framed in legal, institutional, or scholarly terms, plagiarism is typically
defined as the use of another human’s intellectual work without proper
attribution [10,11]. However, Al-generated text does not originate from
a person, and current plagiarism frameworks are often ill-equipped to
address the complexities introduced by Al-assisted writing [12,13].
While the Committee on Publication Ethics [14] maintains that Al
cannot be listed as an author due to its lack of agency and accountability,
many students may continue to use such tools in ways that obscure their
own contribution.

This grey area has led to a dangerous misconception; that parroting
Al-generated content is acceptable because ‘it is not technically plagia-
rism’. Furthermore, as institutions race to integrate Al literacy into
curricula, few have developed clear policies addressing the boundaries
between AI support and Al substitution [1]. In the absence of clear
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ethical guidelines, students may normalise parroting as a legitimate
academic strategy [1,4,15], especially under cognitive strain, time
pressure, or a desire for efficiency.

Secondly, a more complex reason lies in the psychological interplay
between Dual-System Theory (DST) and Cognitive Load Theory (CLT).
Students may not always make deliberate ethical judgments; rather,
they respond impulsively under pressure. For example, some may think,
“ChatGPT writes better than I ever could, why should I bother?” is a
reflection of System 1 thinking, the fast, intuitive, and automatic mode
described in DST [16]. Others may feel cognitively overwhelmed by the
task itself and conclude, “This is too hard, Al can do it faster and better than
me” is a coping response aligned with CLT [17,18].

In both cases, students opt out of the mental effort required for
authentic academic work, either because the task exceeds their working
memory capacity especially in academic writing tasks requiring syn-
thesis, originality, and technical precision, [19-21] or because an easier
alternative presents itself [3-5]. This convergence of automatic
decision-making and cognitive strain may explain why students ratio-
nalise GenAlI use without engaging in meaningful writing processes.

Problem statement

Despite growing attention to the academic implications of GenAl, the
specific phenomenon of parroting remains under-theorized and insuffi-
ciently measured, particularly within Malaysia higher education [22].
As such, parroting exists in a grey zone technically legal, ethically
ambiguous, and psychologically convenient. Yet, little is known about
how students themselves rationalise or justify this behaviour, and under
what conditions they are more likely to engage in it.

Therefore, the present study focuses on two key areas:

(i) the cognitive (intrinsic and extraneous load) mechanisms that
lead students to rely on Al-generated content in their academic
writing,

(ii) their ethical perceptions regarding the acceptability of such
practices.

Literature review

Parroting is not a new term in educational discourse. It draws from
the observable behaviour of parrots mimicking sounds without true
comprehension. While animal cognition research continues to debate
the cognitive capacities of parrots, particularly in the case of Alex the
African Grey who demonstrated the ability to respond meaningfully to
prompts [23], this study adopts a more conservative interpretation.
Here, parroting refers to surface-level mimicry that lacks cognitive
depth, shaped more by repetition and performance than by meaningful
understanding.

In classroom contexts, parroting has traditionally been associated
with rote memorisation, where students reproduce information with
little or no conceptual engagement [8,9]. Such practices may yield
correct answers but rarely reflect deep learning or analytical thought.
The concern becomes even more pressing when parroting migrates into
written assessments, where the stakes are higher, and the appearance of
originality can mask a lack of authentic intellectual contribution. It takes
on a more deliberate and strategic form.

Glatt [7] examined this phenomenon in students’ written work and
identified three interrelated drivers:

(i) Insecurity about writing ability, which leads learners to appro-
priate existing text rather than risk producing original prose; and
(i) Time pressure, which encourages shortcuts that prioritize rapid
completion over thoughtful composition; and
(iii) Low motivation, prompting students to avoid the effortful stages
of planning, drafting, and revision.
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Glatt’s [7] conceptualization of parroting reflects a traditional aca-
demic context, where students, despite resorting to copying, would still
engage with the source material by reading and minimally modifying it.
Parroting was thus a low-effort strategy, but not entirely void of
cognitive involvement. In contrast, the rise of GenAl introduces a more
detached form of mimicry, one that allows students to bypass even the
most basic interaction with the text. Building on this, the present study
conceptualizes parroting not merely as mindless copying but as a form of
cognitive outsourcing, where students offload the demanding aspects of
intellectual work to an external system. This shift invites deeper inquiry
into how such behaviour is shaped not only by academic pressure but
also by the cognitive architecture of decision making and the ethical
reasoning (or absence thereof) that justifies it.

According to DST [16], human thinking operates through two modes
which are System 1, which is fast, automatic, and intuitive, and System
2, which is slow, effortful, and reflective. In academic settings, writing
typically demands System 2 processing such as analysing ideas, struc-
turing arguments, and evaluating sources. However, when confronted
with cognitively overwhelming tasks or vague assignment instructions,
students often default to shortcuts such as copy-and-paste (System 1) [3,
7,24]. This reliance on intuition over analysis is not a sign of laziness but
a systematic response to cognitive strain, particularly when combined
with high intrinsic or extraneous cognitive load [18].

Here, CLT complements DST. Writing tasks that involve abstract or
unfamiliar content increase intrinsic load, while unclear instructions
add extraneous load. Both can easily exceed students’ working memory
capacity. Instead of engaging in laborious thought, students may rely on
GenAl tools as cognitive crutches [25] inserting or modifying text with
minimal intellectual contribution. The ethical dimension deepens this
issue. Students may engage in what Bandura [26] calls moral disen-
gagement, a psychological process in which individuals justify unethical
behaviour through diffusion of responsibility, minimization of harm, or
ambiguity in norms [27,28]. If there are no explicit university policies
about GenAl citation [1,4,15,29], or if peers do it without consequence
[30,31]. In doing so, they enter a grey zone where academic mimicry
masquerades as competence.

This tendency was operationalised in the present study, where par-
roting behaviours were measured across three dimensions:

(i) Intrinsic Load-Induced Parroting: When students perceive the
task as beyond their own ability (e.g., abstract topic, unfamiliar
concepts, requirement for synthesis), students may experience
intrinsic cognitive overload. Believing that AI will produce better
results than they could, they bypass deep thinking (System 2) and
uncritically use Al-generated content.

(i) Extraneous Load-Induced Parroting: When the assignment is
poorly structured, vague, or confusing, students may encounter
extraneous cognitive load. Rather than seeking clarification or
attempting to navigate unclear instructions, they impulsively rely
on Al as a shortcut, again engaging System 1 thinking.

(iii) Ethically Rationalised Parroting: Even when aware of academic
norms, students may morally disengage, justifying their use of Al
based on peer behaviour, lack of institutional guidelines, or the
perception that Al-generated text is not ‘real plagiarism’. This
rationalisation supports System 1 decisions that minimize effort
and suppress ethical reflection.

Methodology
Research design

This study employed a quantitative, cross-sectional survey design to
investigate parroting behaviour defined as the undisclosed use of
generative Al content with minimal cognitive engagement among edu-
cation students. Drawing on Cognitive Load Theory and Dual-System
Theory, parroting was conceptualized across three dimensions:
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intrinsic load-induced, extraneous load-induced, and ethically ration-
alised behaviours. A Rasch measurement approach was adopted to
examine the psychometric properties of the instrument and to establish
endorsement hierarchies within each dimension.

Sample

Table 1 presents the distribution of respondents selected through
purposive sampling. A total of 211 participants from one research uni-
versity in Malaysia were included in this study. The largest proportion
came from Non-Engineering/Social Sciences fields (n = 87, 41.2%),
representing disciplines such as Education, Business, Psychology, and
Human Resource. This was followed by respondents from Engineering (n
= 65, 30.8%), which included Electrical, Electronic, Biomedical, and
Mechanical Engineering. The remaining 28.0% (n = 59) consisted of
participants from Science and Technology, such as Building Surveying,
Architecture, Science, and Mathematics.

In Rasch measurement, sample adequacy is determined not only by
the total number of respondents but also by the distribution of responses
across rating scale categories. Linacre [32,33] suggested that at least 10
responses per rating scale category are recommended. Linacre [34] also
notes that a sample of 80-100 well-targeted respondents provides stable
item calibrations within approximately +1 logit at a 95% confidence
level. In the present study, all rating categories met this criterion, sup-
porting the adequacy of N = 211 for generating stable Rasch estimates
for descriptive purposes.

Nevertheless, although the sample size and response distribution
were sufficient for Rasch analysis, the use of purposive sampling from a
single university limits the generalisability of the findings. The results
primarily reflect the assessment practices and GenAl-related behaviours
of undergraduates within this specific institutional context and may not
fully represent students from other universities or educational settings.
Accordingly, the findings should be interpreted as context-specific and
exploratory rather than universally generalisable.

Instrument

The instrument used in this study was a structured questionnaire
developed to investigate students’ parroting behaviour in Al-assisted
academic writing, along with their general awareness of Al tools.

The questionnaire consisted of two sections (Table 2). Section A
captured demographic information such as, awareness of generative Al,
knowledge of access, and knowledge of use. These items were measured
using a four-point Likert agreement scale (Strongly Agree = 4 to
Strongly Disagree = 1). Section B measured parroting behaviour across
three constructs: Intrinsic-Induced (10 items), Extraneous-Induced (10
items), and Ethically Rationalised (10 items). Responses were rated on a
five-point Likert frequency scale ranging from Always (5) to Never (1).

Table 3 shows item reliabilities across all subscales were acceptable
(>0.70), indicating consistent measurement of items within each
construct. Item separation values also suggest adequate to strong dif-
ferentiation among items (>2.0). For the Intrinsic-Induced construct,
the item reliability was 0.98 with an item separation of 6.71, while the
Extraneous-Induced construct recorded an item reliability of 0.98 and
item separation of 6.66, both reflecting strong item stability. The Ethi-
cally Rationalised construct demonstrated an item reliability of 0.92
with an item separation of 3.42, indicating meaningful variation in item

Table 1
Respondent distribution.
Field
N %
Engineering 65 30.8%
Non-Engineering / Social Sciences 87 41.2%

Science and Technology 59 28.0%
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Table 2
Items tabulation.

Section = Measure No of Likert-Type Scale
Item
A Demographic 3 4 Point Likert (Agreement)
Awareness of Generative Strongly Agree (4)
Al Agree (3)
Know How to Access Disagree (2)
Know How to Use Strongly Disagree (1)
B Parroting Behaviour 5 Point Likert Scale
Intrinsic Load-Induced 10 (Frequency)
Extraneous Load-Induced 10 Always (5)
Ethically Rationalised 10 Often (4)
Sometimes (3)
Rarely (2)
Never (1)
Table 3
Item and person reliability and separation for parroting behaviour subscales.
Parroting Behaviour Item Person
Reliability Separation Reliability Separation
Intrinsic Induced .98 6.71 .86 2.43
Extraneous Induced .98 6.66 .85 2.41
Ethically Rationalised .92 3.42 .80 2.01

difficulty. Taken together, these indices meet recommended thresholds
for Rasch measurement and support the suitability of the instrument for
descriptive use in this study [35,36]

Group behaviour across constructs

Group-based item functioning analysis was conducted to examine
whether items performed equivalently across different respondent
groups: Engineering, Non-Engineering/Social Sciences, and Science and
Technology. This analysis evaluates the extent to which item difficulty
estimates remain stable when comparing students from distinct aca-
demic fields, thereby identifying any potential measurement bias. The
analysis ensures that observed differences in item responses reflect true
variations in the underlying construct rather than systematic advantages
or disadvantages for particular groups [37]

Table 4 summarises the T-scores, size indices, and standard errors for
each construct across the three groups. For the Intrinsic-Induced
construct, T-scores were 1112 (Engineering), 1857 (Non-engineering),
and 1074 (Science and Technology); for Extraneous-Induced, the cor-
responding T-scores were 1260, 2043, and 1178; and for Ethically
Rationalised, 1017, 1659, and 876. The size statistics index for all
constructs and groups was consistently 0.00, and standard errors
remained small (0.04-0.05) indicate no evidence of differential item
functioning, meaning that the items behaved equivalently across aca-
demic fields. Such consistency is a strong indicator of the instrument’s
validity and fairness. It shows that the items are robust across disci-
plinary contexts and that the constructs are generalisable beyond a
single group. For a behavioural measure that spans cognitive load re-
sponses and ethical rationalisation processes, this invariance is partic-
ularly important, as it confirms that patterns observed in the hierarchy
are not discipline-specific but represent broader student tendencies.

Data collection

Data were collected online via a google form. The introductory sec-
tion stated the purpose of the study, ensured anonymity, and reiterated
participants’ right to refuse or withdraw. No identifying information
was collected.



LJ. Yusof et al.

Table 4
Group-based item functioning analysis.
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PERSON class/group specification is: DIF=@FIELD ITEM class/group specification is: DPF=$S1W1

Construct Engineering Non-Engineering Science and Technology

T. SCORE SIZE S.E T. SCORE SIZE S.E T. SCORE SIZE S.E
Intrinsic-Induced 1112 0.00 0.05 1857 0.00 0.04 1074 0.00 0.05
Extraneous-Induced 1260 0.00 0.05 2043 0.00 0.04 1178 0.00 0.05
Ethically Rationalised 1017 0.00 0.04 1659 0.00 0.04 876 0.00 0.05

Results
Awareness, access, and usage of Al-based writing tools

Table 5 presents the distribution of responses regarding participants’
awareness and use of Al-based writing tools. A large majority of students
reported high awareness of generative Al tools (e.g., ChatGPT) for ac-
ademic writing, with 77.3% strongly agreeing and 19.0% agreeing. Only
a small proportion (3.3%) disagreed, while 0.5% strongly disagreed.
Similarly, most students indicated they know how to access Al-based
writing tools, with 68.7% strongly agreeing and 26.1% agreeing. A
small percentage (4.7%) disagreed and (0.5%) strongly disagreed, sug-
gesting some gaps in accessibility knowledge. In terms of usage skills,
71.6% strongly agreed and 20.9% agreed that they know how to use Al-
based writing tools. Only 5.2% disagreed, while 2.4% strongly
disagreed.

Person—item mean distribution across constructs

The person-item distribution across constructs provides an overview
of how respondents’ endorsement levels align with the difficulty of items
within each subscale. By comparing the mean person measures against
the item mean set at 0.00 logits, this analysis illustrates how well each
construct targets the sample and highlights relative tendencies in
endorsing intrinsic-induced, extraneous-induced, and ethical-induced
parroting behaviours.

Fig. 1 illustrates the distribution of person mean measures across the
three constructs relative to the item mean (0.00 logits). The Extraneous-
Induced Parroting construct was positioned slightly above the item
mean (+0.18 logits), indicating that students, on average, displayed a
comparatively higher tendency to rely on Al when encountering unclear
or poorly structured assignments. In contrast, both Intrinsic-Induced
Parroting (—0.14 logits) and Ethically Rationalised Parroting (—0.38
logits) fell below the item mean.

Item hierarchy (intrinsic load induced)

Fig. 2 presents the Rasch item map for intrinsic-induced parroting
behaviours, displaying item difficulty along the logit scale. Using the
mean item measure of 0.00 logits and the standard deviation of 0.58
logits as reference points, items located below -0.58 logits represent
behaviours that are easier for students to endorse. Items falling within

Table 5
Agreement levels on awareness, access, and usage of Al-based writing tools.

Item Agreement (%)
1 (Strongly 2 3 4 (Strongly
Disagree) (Disagree) (Agree) Agree)
I am aware that Al tools 1 (0.5%) 7 (3.3%) 40 163
such as (e.g. Chatgpt) (19.0%) (77.3%)
can assist with academic
writing.
1 know how to access Al- 1 (0.5%) 10 (4.7%) 55 145
based writing tools. (26.1%) (68.7%)
I know how to use Al- 5 (2.4%) 11 (5.2%) 44 151
based writing tools. (20.9%) (71.6%)
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Fig. 2. Item hierarchy (intrinsic load-induced).

one standard deviation of the mean (-0.58 to +0.58 logits) reflect
moderately endorsed behaviours, aligning with the overall difficulty level
of the construct. Items positioned above +0.58 logits exceed one stan-
dard deviation from the mean and represent behaviours that are harder
to endorse, requiring a stronger inclination toward intrinsic-induced
parroting before respondents agree with them. This pattern illustrates
how the distribution of item difficulties differentiates the relative ease or
challenge of endorsing each behaviour within the construct.
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Easier endorsement

The items most easily endorsed include INS1 (“I use Al-generated
text directly when the assignment topic feels too complex”, —-1.09 log-
its) and INS4 (“I paraphrase Al output minimally when I cannot make
sense of the full question”, —0.69 logits). Their positions well below the
-0.58 indicate that, within the intrinsic-induced construct, students are
comparatively more willing to admit relying on Al-generated text when
they feel overwhelmed by task demands. In practical terms, these be-
haviours require less “activation” of intrinsic-induced parroting ten-
dencies for respondents to agree with them, suggesting that using Al as a
direct shortcut in challenging tasks is a relatively common strategy in
this sample.

Moderate endorsement

Several items fall within this range. For instance, INS2 (“I insert Al
text into my assignment when the task involves too many unfamiliar
concepts,” —-0.30 logits) and INS3 (“I rely on Al content without changes
when I do not know how to begin writing,” —0.28 logits) indicate reli-
ance on Al when students feel uncertain about how to initiate their work
or structure their ideas.

Meanwhile item INS8 (“I use Al content that sounds professional to
cover up my confusion with the topic,” -0.22 logits), item INS9 (“When
the task is too hard, I submit Al-generated writing to make it look like I
understand,” 0.27 logits) and INS5 (“I believe Al-generated content is
better than mine, so I use it without making significant changes,” 0.34
logits) reflect a more sophisticated form of reliance, where students use
Al not only to complete tasks but also to enhance the perceived quality
or intellectual depth of their work.

Lastly, INS6 (“I skip outlining my ideas when I use Al to help with
writing difficult topics,” 0.56 logits) illustrates how intrinsic cognitive
strain can interrupt students’ ability to plan and structure their ideas.
Collectively, these items reflect behaviours that students engage in
situationally, often when facing cognitive uncertainty, feeling under-
prepared, or perceiving Al as a tool that compensates for gaps in their
understanding or ability.

Less likely endorsement

Items positioned above one standard deviation from the mean (>
+0.58 logits) represent behaviours that are less likely to be endorsed,
reflecting actions that only students with a stronger tendency toward
intrinsic-induced parroting admit to engaging in. Two items fall into this
category. INS10 (“I use AI tools to make my assignments appear
thoughtful even when I do not fully understand them,” 0.68 logits)
captures a more deliberate form of reliance on Al, where students stra-
tegically enhance the perceived depth of their work despite limited
comprehension. Similarly, INS7 (“I do not revise Al-generated responses
because the assignment feels mentally exhausting,” 0.74 logits) reflects a
high level of dependence driven by mental fatigue or cognitive overload,
where students bypass revision entirely. Their positions above +0.58
logits indicate that these behaviours require a comparatively stronger
inclination toward intrinsic-induced parroting before students are
willing to endorse them. In other words, although students may
frequently rely on Al for support in challenging tasks, only a smaller
subset acknowledges engaging in these more intensive or effort-avoiding
behaviours.

Item hierarchy (extraneous load induced)

Fig. 3 presents the Rasch item map for extraneous-induced parroting
behaviours, displaying the relative difficulty of each item along the logit
scale. Using the mean item measure of 0.00 logits and the standard
deviation of 0.58 logits as reference points, items located below -0.58
logits represent behaviours that are easier for students to endorse,
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Fig. 3. Item hierarchy (extraneous load-induced).

typically reflecting actions taken in response to external pressures such
as limited time or heavy workload. Items falling within one standard
deviation of the mean (-0.58 to +0.58 logits) reflect moderately endorsed
behaviours, indicating tendencies that students acknowledge in certain
situations but not as consistently as the easier items. Items positioned
above +0.58 logits exceed one standard deviation from the mean and
therefore represent harder-to-endorse behaviours, requiring a stronger
inclination toward extraneous-induced parroting before respondents
agree with them. This distribution demonstrates how the item hierarchy
differentiates the relative ease or challenge of endorsing each behaviour
within the extraneous-induced construct.

Easier endorsement

Items falling more than one standard deviation below the mean
(logits < —0.58) reflect behaviours that students most readily admitted
when experiencing extraneous cognitive load. Two items; EXT1 (-1.08
logits) and EXT2 (-0.73 logits) were positioned in this category. EXT1 (“I
use Al content in my work when the instructions are hard to follow.”)
and EXT2 (“I use Al-generated paragraphs as-is when I cannot under-
stand the assignment requirements™) indicate a strong tendency to rely
on Al when assignment expectations are unclear or difficult to interpret.
Their comparatively low logit values suggest that these behaviours
represent common coping mechanisms, with students turning to Al to
navigate ambiguity or incomprehensible instructions. These behaviours
require minimal extraneous-induced prompting, making them the most
easily endorsed within the construct.

Moderate endorsement

Items located within one standard deviation of the mean (-0.58 to
+0.58 logits) represent behaviours that students acknowledge under
certain conditions but do not endorse as consistently as the easier items.
This group includes EXT6 (“When writing requirement is high, I use Al
to generate content for assignment”, -0.33 logits), EXT3 (“I use Al
content as if it were my own when I have too many assignments”, —-0.09
logits), EXT5 (“When a deadline is approaching, I focus on changing just
a few words from the Al output”, —0.01 logits), EXT4 (“I slightly reword
Al-generated content and submit it when the assignment guidelines are
unclear”, 0.18 logits), EXT10 (“If I run out of time, I rely on Al to pro-
duce work that seems well-structured and original. «, 0.22 logits), and
EXT9 (“T use Al to complete writing quickly when I do not understand
how to structure the assignment”, 0.23 logits). These behaviours capture
situational reliance on AI driven by external pressures such as high
workload, impending deadlines, vague requirements, or difficulty
structuring assignments.

Meanwhile, EXT8 (“I avoid thinking critically when AI already
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provides a full answer under time pressure”) sits at the upper boundary
of this range, reflecting a behavioural shift toward cognitive offloading.
Overall, items in this band illustrate behaviours that are neither frequent
defaults nor rare occurrences, but rather responses enacted when
external task demands intensify.

Less likely endorsement

Items positioned above one standard deviation from the mean (logits
> +0.58) reflect behaviours that students are least willing to endorse.
Only one item, EXT7 (1.09 logits), fell into this category. EXT7 (“When
assignment instructions are vague, I allow Al to do most of the writing
without my input”) represents a more substantial level of reliance on Al,
indicating near-total delegation of writing responsibilities under extra-
neous load. Its high logit value suggests that this behaviour requires the
strongest extraneous-induced prompting and is endorsed only by a
smaller subset of respondents. This pattern indicates that while students
often rely on Al to navigate confusing or demanding tasks, fully sur-
rendering authorship to Al without contributing their own ideas remains
a comparatively uncommon practice.

Item hierarchy (ethical rationalised)

Fig. 4 illustrates the Rasch item—person map for ethical ration-
alisation-induced parroting behaviours, with item difficulty plotted
along the logit scale. Using the mean item measure of 0.00 logits and the
standard deviation of 0.29 logits as interpretive thresholds, items below
-0.29 logits are classified as easier to endorse, items between —0.29 and
+0.29 logits as moderately endorsed, and items exceeding +0.29 logits as
less likely to be endorsed. This framework provides a clear differentiation
of behavioural tendencies related to ethical rationalisation in the
context of Al-assisted academic work.

Easier endorsement (negative logits)

Items falling below —-0.29 logits represent ethical-induced behaviours
that students are more inclined to endorse. Three items were located in
this range: ETC8 (-0.32 logits), ETC4 (-0.38 logits), and ETC2 (-0.39
logits). These items reflect behaviours such as assuming AI use is
acceptable when no explicit rules are provided (“If there are no clear
rules about AI usage, I assume it is acceptable to use it freely,” ETCS,
-0.32 logits), withholding disclosure when institutional or course pol-
icies are unclear (“If there are no clear policies, I do not mention Al
assistance in my work,” ETC4, —0.38 logits), and avoiding citation when
assignment guidelines do not address Al usage (“I avoid mentioning Al
use when assignment instructions do not specify citation rules,” ETC2,
-0.39 logits). Their comparatively low logit values indicate that students
readily rationalise nondisclosure of AI use when external guidance is
uncertain, suggesting that ambiguity around rules and expectations
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strongly facilitates ethical rationalisation and non-transparent practices.
Moderate endorsement

Items positioned between —0.29 and +0.29 logits represent ethical-
induced behaviours that students endorse under certain circumstances
but not as consistently as the easier items. Six items were in this range:
ETC1, ETC9, ETC7, ETC10, ETC3, and ETC5. These items reflect be-
haviours such as choosing not to cite Al-generated content when it ap-
pears generic or obvious (“I do not cite Al tools when the content seems
generic or obvious,” ETC1, -0.17 logits) and normalising AI use because
peers do the same (“I believe it is fine to use Al to complete difficult
tasks, especially when others do the same,” ETC9, —0.08 logits).

Students also report feeling comfortable relying on Al due to
perceived low detection risk (“I know it is hard to detect Al use, so I feel
safe using it without making changes,” ETC7, 0.12 logits) and submit-
ting Al-generated work without acknowledgment (“I submit Al-
generated work without acknowledgment, assuming that my lecturer
will not notice,” ETC10, 0.24 logits).

Additional behaviours in this category include uncertainty about
proper citation (“I submit content from Al tools without citing them
because I am unsure how to do it properly,” ETC3, 0.28 logits) and a
belief that Al-generated material does not constitute plagiarism (“I do
not consider it plagiarism if I use content generated by Al tools in my
assignments,” ETC5, 0.29 logits). Together, these items illustrate ethi-
cally ambiguous practices that emerge when students weigh conve-
nience, perceived norms, and uncertainty about proper academic
procedures.

Harder endorsement

Only one item exceeded the +0.29-logit threshold, indicating a
behaviour that students are least willing to endorse. ETC6 reflects a
more explicit rationalisation of nondisclosure, capturing the belief that
Al-generated content does not require citation because it lacks a human
author (“I believe Al-generated content does not need to be cited
because it has no human author,” ETC6, 0.40). Its comparatively higher
logit value indicates that students generally resist endorsing this stance,
suggesting that outright dismissal of citation norms represents a more
extreme form of ethical rationalisation within this construct.

Discussion
Extraneous-load induced parroting

The Rasch analysis highlights a clear pattern across the three di-
mensions of parroting behaviour. The extraneous dimension shows the
highest average endorsement, meaning that students are most likely to
use Al-generated text when they face external pressures such as tight
deadlines, unclear instructions, or heavy workloads. This finding is
consistent with cognitive load theory (CLT) which explains that poorly
designed tasks can overload students’ working memory and push them
toward surface-level strategies [17,38,39]. In this context, Al-related
parroting should not be viewed simply as disengagement or academic
dishonesty; rather, it emerges as a compensatory strategy students adopt
when instructional design unintentionally overwhelms their working
memory [3,7,24]. When assignment clarity is low or deadlines converge,
students may perceive Al tools not as shortcuts, but as necessary scaf-
folds to manage competing academic demands.

A closer look at the item difficulty hierarchy reveals a clear pattern in
how students respond to these pressures. The most easily endorsed be-
haviours indicate that when assignment requirements are confusing or
instructions lack specificity, students resort to Al as a compensatory
strategy. This is consistent with CLT which emphasizes that ambiguous
or poorly structured tasks create unnecessary processing demands un-
related to the actual learning goal [17,18,25]. When students report that
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they submit AI content “as-is” under such conditions, it underscores how
extraneous load can redirect effort away from meaningful learning to-
ward superficial task completion. Rather than investing effort in inter-
preting ambiguous expectations, students, consistent with Dual-Process
Theory (DPT) bypass deeper cognitive processing (System 2) and instead
rely on the automatic, heuristic responses (System 1) by outsourcing
their work to Al tools [16,24]

A second set of behaviours reflects reliance on Al in response to
situational pressures such as approaching deadlines, multiple competing
assignments, demanding writing requirements, or difficulty structuring
ideas. Students report using Al to accelerate writing, to navigate dense
or vague guidelines, or to produce text that appears coherent when they
cannot organise their thoughts under pressure. Unlike the more auto-
matic reliance observed in the easily endorsed behaviours, these pat-
terns emerge when external task demands escalate and students feel
unable to allocate sufficient cognitive resources to meet expectations.
This aligns with prior research showing that when extraneous load in-
teracts with heavy workload, learners adopt “satisficing” strategies
meeting minimum requirements with minimal effort [40,41]. Conse-
quently, Al is used strategically to maintain productivity, reduce the
time needed to generate or revise content, or meet performance stan-
dards with minimal cognitive investment. Here, the issue is not lack of
capability, but rather misalignment between the demands of the task
and the cognitive resources available to students.

A more concerning behavioural tendency appears when students
describe relinquishing critical thinking to AI under time pressure or
allowing Al to produce the majority of the writing when instructions are
vague. These behaviours signal a transition from targeted assistance to
broader cognitive offloading [42-44], where Al is used not only to
support writing but also to replace central components of the writing
process. Although fewer students endorse these behaviours, their pres-
ence indicates that extraneous load can create conditions where learners
begin to withdraw from meaningful cognitive participation. Such reli-
ance suggests that when instructional demands exceed students’
perceived capacity for engagement, Al becomes a surrogate writer
rather than a supplemental tool.

Taken collectively, the extraneous-induced construct highlights how
avoidable instructional factors play a central role in prompting parroting
behaviours [18,39]. When assignment guidelines are unclear, expecta-
tions are ambiguous, or workload feels unmanageable, students shift
toward Al-driven shortcuts to manage the external pressures placed
upon them. Importantly, reliance on Al in these situations is not
necessarily a reflection of limited ability or motivation, but rather a
response to the cognitive disruption caused by poorly structured or
insufficiently supported tasks.

These findings underscore a key pedagogical implication: reducing
extraneous cognitive load can substantially diminish the need for stu-
dents to adopt Al-based coping strategies [17]. For instance, when lec-
turers provide explicit instructions, structured assignment scaffolds, and
timely formative feedback [45,46], students experience fewer cognitive
pressures that push them toward superficial shortcuts. By minimising
unnecessary cognitive strain and clarifying the pathways to task
completion, educators can foster deeper engagement and create learning
environments that support authentic academic effort rather than reli-
ance on parroting behaviours.

Intrinsic-load induced parroting

Academic writing involves complex cognitive skills such as synthe-
sizing ideas and using disciplinary language. Intrinsic load-induced
parroting arises when students perceive the task as exceeding their own
ability. When topics feel abstract, concepts are unfamiliar, or the
assignment requires synthesis they are not confident performing, stu-
dents experience intrinsic cognitive overload. In these moments, they
tend to believe that Al can produce better work than they could on their
own [47,48], which leads them to bypass deeper reasoning and rely
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uncritically on Al-generated content as a way to cope with the demands
of the task.

The item hierarchy results show that the most readily acknowledged
behaviours occur at the initial stages of task engagement, where stu-
dents face uncertainty about how to interpret questions or how to begin
formulating ideas. In such moments, students often turn to Al-generated
text as a way to reduce the cognitive friction associated with under-
standing complex topics. Rather than struggling through conceptual
ambiguity, they use AI as an immediate scaffold, allowing them to
bypass the mental effort required for early comprehension and idea
generation [49-51]. This pattern aligns with cognitive load theory,
which posits that learners experiencing high intrinsic load are more
likely to seek external aids that alleviate the burden on working
memory.

As writing tasks become more conceptually demanding, reliance on
Al evolves into more nuanced forms. Students report using Al to fill gaps
in understanding, articulate unfamiliar concepts, or supply language
that feels more polished than what they believe they can produce
independently. These behaviours are situationally driven, often trig-
gered when students lack the confidence or capacity to engage fully with
the assignment [49,52]. When students doubt their ability to synthesise
disciplinary ideas or express them with sufficient clarity, Al becomes a
compensatory mechanism that stabilises their performance. This is
consistent with scholarship showing that low writing self-efficacy in-
creases the use of external supports and shortcuts [51,53], particularly
when students face tasks requiring specialised vocabulary or
higher-order reasoning [54,55].

The least acknowledged behaviours involve more profound forms of
cognitive disengagement. These include relying on Al to produce work
that conveys understanding the student does not possess, or skipping
revision entirely because the task feels mentally exhausting. These
patterns signal a shift from targeted support to near-total cognitive
offloading, where students relinquish ownership of the writing process
[25,56]. Although these behaviours are less frequently endorsed, their
presence is there: they illustrate how overwhelming intrinsic load can
push some students toward avoidance rather than assistance [56,57],
resulting in limited interaction with the cognitive processes that un-
derlie learning.

Overall, the intrinsic-induced construct reveals a continuum of be-
haviours shaped by cognitive strain, writing insecurity, and perceived
deficits in conceptual understanding. Students tend to rely on Al when
they cannot interpret a task or when the complexity of disciplinary
content overwhelms their working memory, and this reliance becomes
more sophisticated as cognitive challenges deepen. For some, Al serves
as pragmatic support to initiate writing; for others, it becomes a tool to
enhance the appearance of competence or, in a smaller subset, a means
of withdrawing from cognitive effort altogether. This pattern is consis-
tent with earlier work showing that writing insecurity is a major driver
of plagiarism-like behaviours [6,7,51], highlighting that academic
integrity policies alone are insufficient. Students who lack confidence in
their writing or conceptual abilities are more likely to view parroting as
their only viable option. These findings underscore the need for targeted
scaffolding, and instructional interventions that build students’ confi-
dence in engaging with complex ideas [51,52]. Strengthening these
capacities may reduce dependence on Al-driven shortcuts and promote
more sustained and meaningful cognitive participation in academic
writing.

Ethical rationalised parroting

Ethical rationalisation-induced parroting refers to behaviours in
which students justify the nondisclosure or improper use of Al by
appealing to ambiguity, perceived norms, or personal interpretations of
academic rules [58]. Rather than being driven by cognitive overload,
these behaviours arise when students reinterpret ethical boundaries in
ways that make Al reliance seem acceptable, excusable, or harmless [4,
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15]. This construct captures the psychological mechanisms through
which students normalise nondisclosure and minimise perceived
wrongdoing in the context of generative Al

Students most readily acknowledge behaviours that involve using
ambiguity as a justification for nondisclosure. When institutional pol-
icies do not explicitly address Al use, or when assignment guidelines fail
to clarify citation expectations, students report feeling comfortable
omitting acknowledgment of Al-generated content. This pattern sug-
gests that uncertainty around rules creates a permissive space where
students interpret silence as implicit approval. Ethical boundaries
become negotiable when learners believe responsibility lies not in
adhering to academic norms but in the institution’s ability to articulate
them. Such reasoning reflects classic moral disengagement processes, in
which individuals shift accountability away from themselves by claim-
ing ambiguous standards or external omissions [27,42].

This finding raises an important concern: if students believe using Al
without proper engagement is “normal,” the issue is less about indi-
vidual dishonesty and more about how academic norms are communi-
cated [49]. Research suggests that students are more likely to act
ethically when institutions clearly teach why integrity matters [3,13]
and connect it to learning and personal growth [59,60]. Without helping
students reflect on the ethical side of authorship, any rules or deterrents
risk being ignored or followed only superficially.

The item hierarchy finding illustrates a clear gradient in how stu-
dents rationalise the undisclosed use of Al tools, revealing important
perspectives into the ethical dimension of emerging academic practices.
At the easier end of the continuum, students’ willingness to bypass
disclosure is closely tied to contextual ambiguity. When institutional
guidelines are vague or non-existent, or when detection appears un-
likely, students perceive little ethical risk in using Al content without
attribution [13,61]. Such patterns indicate that policy opacity and weak
enforcement function as critical enabling conditions for non-disclosure.

A second set of behaviours highlights more situational forms of
ethical rationalisation. Students describe choosing not to cite Al when its
output appears generic, when they feel unsure about proper citation
procedures, or when they perceive Al use as a common practice among
peers. They also report a willingness to rely on Al because detection feels
unlikely, which diminishes the perceived consequences of nondisclo-
sure. These behaviours indicate that ethical decision-making is influ-
enced by convenience, social norms, and perceptions of risk rather than
by principled adherence to integrity [13,62]. In these cases, students do
not reject academic values outright; instead, they interpret them flexibly
in ways that reduce personal effort, limit vulnerability to punishment, or
align with what they perceive others are doing.

In contrast, students are less willing to explicitly deny established
plagiarism norms or challenge the principle that Al-generated content
requires acknowledgement. The most difficult rationalisations involve
outright claims that Al-assisted writing is not plagiarism or that it does
not require citation because it lacks a human author. The relative
reluctance to endorse such views highlights that most students still
recognise a baseline of academic integrity [15,62,63] even when those
contributions come from non-human sources. The boundary between
acceptable and unacceptable behaviour is therefore not entirely eroded;
instead, it becomes selectively expanded in areas where students feel
uncertain, unsupported, or shielded from accountability.

In summary, the ethical rationalisation construct reveals how stu-
dents navigate the moral grey areas surrounding generative Al Their
justifications emerge not from malicious intent but from ambiguity,
perceived norms, and uncertainty about proper academic conduct [10,
61]. This highlights a crucial implication: strengthening academic
integrity in the age of Al requires more than punitive policies [1,3,61].
Clear guidance on citation, explicit communication about acceptable
and unacceptable uses of Al, and transparent expectations for academic
honesty are essential to limiting the space in which students morally
rationalise nondisclosure. When institutions articulate expectations
clearly and model ethical use, students are less likely to reinterpret
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boundaries in self-serving ways and more likely to engage with AI in
ways that align with academic values.

Implications

The findings of this study offer important implications for theory,
pedagogy, and institutional policy in higher education. The Rasch-
derived hierarchies show that parroting behaviours emerge through a
structured progression shaped by cognitive load, intuitive reasoning
shortcuts, and ethical rationalisation. This progression demonstrates
that inappropriate reliance on Al is rarely the result of intentional
misconduct alone; instead, it reflects the interaction of intrinsic cogni-
tive strain, environmental pressures, and students’ efforts to morally
justify their actions. Understanding these layered influences is crucial
for designing interventions that meaningfully support students rather
than merely penalising them.

From a theoretical perspective, the results highlight the need to
understand AI misuse as a cognitive and motivational phenomenon
rather than a purely moral one. Intrinsic load explains why students rely
on Al when they feel unable to understand or synthesise complex ideas.
Extraneous load accounts for patterns that emerge when assignment
expectations are unclear or when the volume of academic work over-
whelms students’ ability to think through tasks carefully. Dual mode
reasoning helps explain why students resort to rapid, low-effort re-
sponses when under strain, allowing Al to fill the space where reflective
thought would ordinarily occur. Ethical rationalisation explains how
students maintain a sense of personal integrity while engaging in
questionable practices by reframing rules, shifting responsibility, or
interpreting ambiguity as permission. Together, these perspectives
suggest that Al misuse is not a single behaviour but a predictable pro-
gression shaped by context, cognition, and self-perception.

There are also important implications for academic integrity prac-
tices. When expectations surrounding Al are vague or inconsistent,
students fill the gaps with their own interpretations, often in ways that
justify nondisclosure. Policies should therefore be explicit, accessible,
and aligned across courses and programmes. Ethical guidelines must be
communicated clearly enough to eliminate uncertainty that students
might use as justification for misleading practices. However, clarity
alone is insufficient. Institutions must cultivate a culture in which
responsible use of Al is consistently modelled and in which discussions
of ethical reasoning accompany the development of academic skills.

At the policy level, the findings argue for a shift from reactive
enforcement to proactive capacity building. Approaches that rely solely
on detection or punishment overlook the cognitive and contextual
pressures that lead students to rely on Al in the first place. Institutions
should focus on creating learning environments that minimise avoidable
sources of cognitive strain, strengthen students’ sense of academic
competence, and promote ethical self-awareness. Policies that position
integrity as a shared responsibility rather than an individual obligation
are more likely to reduce the conditions that give rise to rationalisation
and misuse.

Overall, the implications of this work point toward the need for co-
ordinated changes in teaching, institutional communication, and stu-
dent support. Addressing intrinsic challenges, reducing extraneous
pressures, guiding ethical reasoning, and clarifying expectations can
collectively reduce the appeal of Al-driven shortcuts and foster more
sustained and authentic learning.

Recommendations

While the present study offers descriptive information into students’
intrinsic, extraneous, and ethical rationalisations for AI misuse, several
limitations suggest important directions for future work. These recom-
mendations aim to strengthen both the theoretical and practical impli-
cations of subsequent studies.

Firstly, this research was conducted within a single institution, which
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limits the generalisability of the Rasch-based findings on differential
functioning and item hierarchy. Although the analysis demonstrated
stable item behaviour across academic fields within the university, it
remains unclear whether the same invariance would hold in institutions
with different curricular structures, assessment cultures, or student
profiles. Future studies should therefore replicate the Rasch differential
analysis and item hierarchy across multiple institutions to determine
whether the progression of intrinsic, extraneous, and ethical ration-
alisation behaviours reflects a broader pattern or is influenced by local
academic contexts. Such cross-institutional validation would strengthen
confidence in the construct stability of the instrument and provide a
more comprehensive understanding of how students in diverse envi-
ronments engage with generative Al.

Secondly, the current study relied exclusively on questionnaire data,
which, although appropriate for establishing item hierarchy through
Rasch analysis, limits the depth with which students’ underlying
reasoning can be understood. The purpose of the instrument was to
measure behavioural tendencies and their structured progression across
intrinsic, extraneous, and ethical dimensions, but the quantitative
approach cannot fully capture the nuances of how students interpret
task difficulty, negotiate cognitive pressures, or construct ethical justi-
fications in real time. Future research would benefit from incorporating
qualitative methods such as interviews, think-aloud protocols, or anal-
ysis of student writing processes to contextualise the hierarchical pat-
terns identified in the Rasch model. Such methodological triangulation
would provide richer insight into why certain behaviours are more
foundational, how students transition from one behavioural level to
another, and how cognitive and ethical factors interact during actual
engagement with academic tasks.

Thirdly, the study focused solely on student behaviours and did not
capture the perspectives of lecturers or the institutional policies that
shape students’ interpretations of acceptable AI use. In practice, stu-
dents’ ethical rationalisations and responses to cognitive load are
strongly influenced by how instructors articulate expectations, structure
assignments, and model responsible use of Al Likewise, institutional
policies often vary in clarity, enforcement, and alignment across de-
partments, creating inconsistencies that students may use to justify
nondisclosure. Future research should therefore examine lecturers’ be-
liefs, teaching practices, and assessment designs, as well as the institu-
tional policy landscape that frames Al usage. Understanding how these
structural and pedagogical factors interact with student behaviours
would allow researchers to identify systemic contributors to Al misuse
and design interventions that operate at classroom and institutional
levels rather than at the level of student behaviour alone.

These recommendations suggest a research agenda that moves
beyond descriptive measurement toward deeper, contextually grounded
understanding of Al-related academic behaviours. Future studies should
expand across institutions to test the stability of the item hierarchy,
combine quantitative measurement with qualitative inquiry to illumi-
nate the cognitive and ethical mechanisms underlying each behavioural
level, and include lecturer perspectives to capture the broader peda-
gogical ecosystem in which students make decisions about AI use.
Institutional policy research should also be prioritised to identify how
clarity, consistency, and cultural norms influence students’ ethical in-
terpretations. By integrating these directions, future scholarship can
develop a more comprehensive model of Al engagement in higher ed-
ucation, one that accounts for cognitive constraints, instructional
design, social norms, and institutional contexts. This integrated
approach will support the development of interventions that not only
discourage misuse but also strengthen authentic learning, ethical
reasoning, and student agency in an Al-mediated academic
environment.
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